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Participants expressing interest in participating and/or helping with analysis: Leon Rotstayn (CSIRO, Australia), Ulrike Lohmann (Dalhousie University, Canada), John Seinfeld, (CalTech, U.S.A.), Michael Prather (U.C. Irvine, U.S.A.), Mian Chin (GSFC, U.S.A.), Thanos Nenes (Georgia Tech, U.S.A.), Ralph Kahn (J.P.L., USA), Johannes Quaas (LMD, France), Peter Adams (Carnegie Mellon, USA), Stefan Kinne (DKRZ, Germany), Michael Schulz (LSCE, France), Jim Hansen, Surabe Menon, Sophia Zhang (GISS, USA), 

Timeline:  This needs to be moved ahead to meet IPCC deadlines for submitted manuscripts!

August 2004:  Submission of experiments to central facility (U of M website)

February 2005:  Workshop with presentation of first results and initial comparison to data

May 2005: 
Draft paper circulated to participants (this may not have all analyses completed) and to IPCC authors

July/August 2005:
Submit first paper to journal


The AEROCOM aerosol model intercomparison study has entrained a fairly large number of people (see list of meeting attendees), and includes measurements groups as well as modelers. They have now defined a set of standard sources (representative of approximately the year 2000) as well as a set of pre-industrial sources which will be used in the next set of model intercomparisons (called phase “B”). These sources will be used in experiments 5, 6 and 7 below, and will form the basis of the comparison of models with both aerosol and cloud data. 


Under the auspices of the U. S. CCSP and in coordination with IPCC, we are proposing a model intercomparison for indirect aerosol effects. Below is the proposed set of model calculations. All simulations and diagnostics should be for 5 years (after the model has reach a quasi-steady state) and should be for present day and pre-industrial conditions. With these experiments we aim to quantify the range of model results that are associated with different aspects of modeling the indirect effect and to derive the reasons for model differences.

Proposed experiments:

Experiment names: 

(1a)
Present day: Prescribed aerosol mass; no effect of aerosols on precipitation efficiency; common treatment of precipitation efficiency; common treatment of cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(1b)
Preindustrial: Prescribed aerosol mass; no effect of aerosols on precipitation efficiency; common treatment of precipitation efficiency; common treatment of cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(2a)
Present day: Prescribed aerosol mass and size distribution; no effect on precipitation by aerosols; common treatment of precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(2b)
Preindustrial: Prescribed aerosol mass and size distribution; no effect on precipitation by aerosols; common treatment of precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(3a)
Present day: Prescribed aerosol mass and size distribution; common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(3a)
Preindustrial: Prescribed aerosol mass and size distribution; common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(4a)
Present day: Prescribed aerosol mass and size distribution; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(4b)
Preindustrial: Prescribed aerosol mass and size distribution; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(5a)
Present day: Prescribed aerosol sources; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(5b)
Preindustrial: Prescribed aerosol sources; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; does not include aerosol direct effects on the heating profile

(6a)
Present day: Prescribed aerosol sources; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; includes aerosol direct effects on the heating profile

(6b)
Preindustrial: Prescribed aerosol sources; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; includes aerosol direct effects on the heating profile

(7a)
Present day: Prescribed aerosol sources; prescribed aerosol primary emissions and size; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; includes aerosol direct effects on the heating profile

(7a)
Preindustrial: Prescribed aerosol sources; prescribed aerosol primary emissions and size; no common treatment of effect of aerosols on precipitation efficiency; no common cloud droplet number parameterization; includes aerosol direct effects on the heating profile


	Description of experiments:

1) A set of fixed SST simulations with a fixed set of monthly average aerosol model fields (present day and pre-industrial) together with a fixed method to relate aerosol concentration to droplet concentrations. This experiment should not allow any feedbacks between the aerosol concentration and the change in precipitation efficiency or the hydrological cycle directly from the aerosol-cloud interaction. Thus, the precipitation efficiency in all models should be based on the Sundquist [1978] formula which depends only on the in-cloud liquid water content (see below). The range of results would quantify the range of cloud fields present in the models being used to assess indirect effects and their susceptibility to aerosols. The standard aerosol model fields will be those from the “average” IPCC model experiment [e.g. from Penner et al. [2002]), but with a standard exponential fall off with altitude (with a fixed scale height for each aerosol type for each month) to facilitate interpolation to your standard model grid. They are available in the file "ipcc_aer.nc” (see also the README.txt file). The scale heights are also available in that file.

The proposed fixed method to relate aerosol concentrations to droplet number concentrations is the Boucher and Lohmann [1995] method which only requires the sulfate mass concentrations as input.

Sundqvist formula for the rate of precipitation formation:

Qaut (kg (kg s)-1) = 10-4(s-1) qc [1-exp{-(qc/qcr)2}]

where qc is the in-cloud liquid water content (kg/kg) and qcr = 3 x 10-4.

Boucher and Lohmann formula for CDNC:
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Where SO42- is the mean concentration of sulfate aerosol at cloud base in (g m-3, and A and B are empirical constants. We adopt the following values for A and B (Boucher and Lohmann, 1995) :



	Cloud type:
	A
	B

	Continental stratus
	174
	0.257

	Marine stratus
	115
	0.48


	2) A set of simulations as in (1), but allowing each group to use their method of determining droplet concentrations from aerosol concentrations. This experiment would allow us to examine specific changes that occur as a result of varying methods of determining droplet concentrations from aerosol concentrations. The aerosol size distribution is drawn from Table 5.1 in the 2001 IPCC report. All components are assumed to be internally mixed. Optional: for those on a fixed budget, you can simply provide the present day simulations.

Proposed size distributions:

Log normal aerosol size distribution in marine areas:7

Dg = 0.46 m; g = 2.1 (Pacific marine from table 5.1, IPCC)

Log normal aerosol size distribution in continental areas:

Dg = 0.1 m; g = 1.9 (Polluted continental from table 5.1, IPCC) (for dust, this should only be applied to the mass < 2 m in diameter)

Dry aerosol density:
Sea salt: 2200 kg/m3




BC, POM: 1500 kg/m3




SO4: 1769 kg/m3




Dust: 2650 kg/m3

3) A set of simulations as in (2), but specifying a simple method of determining the effects of aerosols on precipitation efficiency. This experiment quantifies the additional range of results that are associated with the effect of aerosols on precipitation efficiency. We propose to use the formulation of Khairoutdinov, M., and Y. Kogan [2000] for the rate of conversion of cloud droplets to precipitation:
Qaut=1350 qc2.47 N-1.79 

where qc is the in-cloud liquid water content (kg/kg) and N is the cloud droplet number conc. (1/cm3)

4) A set of simulations as in (3), but allowing each group to use their individual methods for determining the effects of aerosols on precipitation efficiency. This experiment quantifies how variations in the treatment of precipitation efficiency lead to variations in cloud fields and indirect forcing. Optional: for those on a fixed budget, you can simply provide the present day simulations.

5) A set of simulations as in (3), but allowing each group to predict their own aerosol fields from the AEROCOM “B” experiment fixed set of sources. This experiment quantifies how the additional uncertainties associated with the prediction of aerosol concentrations lead to variations in cloud fields and indirect forcing. Please save the additional aerosol fields for this experiment.

6) A set of simulations as in (5), but including the direct effects of the aerosols on the heating profiles in your model. Please save the additional aerosol fields for this experiment.

7)
[optional] A set of simulations as in (5), but specifying the fraction of aerosol emissions that are primary emissions (and their size distribution) and specifying the nucleation rate. The nucleation rate should be that specified by Vehkamaeki et al. J. Geophys. Res., 107 (D22) 4622, doi: 10.1029/2002JD002184. (We will distribute a module to calculate this nucleation rate so that everyone is truly doing the same thing). We propose that 10% of the emissions of sulfate be treated as primary emissions with the size distribution specified above for continental aerosols. Please save the additional aerosol fields for this experiment.




	Specifications:

0.
Standard aerosol fields are available in the file "ipcc_aer.nc” (see also the README.txt file).

1. All experiments are to be performed with the fixed SST climatology specified by the Program for Model Intercomparison and Diagnostics (see PCMDI web site).

2. All diagnostic files should be written in accordance with PCMDI standards to facilitate reading and writing the files using the code CMOR. (see http://www-pcmdi.llnl.gov/cmip/IPCC_output_requirements.htm for documentation of standard format requirements. This document should be read carefully. To facilitate adherence to these standards, the PCMDI has written (in FORTRAN 90) a standard output code called CMOR (pronounced "see more"), which is now available as open source. This code structures the data uniformly and writes netCDF files in full compliance with IPCC requirements. Use of CMOR is being encouraged (and in some cases required) by various ongoing model intercomparison projects. A cmor_readme file (see http://www-pcmdi.llnl.gov/cmip/cmor_readme.html) and code documentation in pdf format (see http://www-pcmdi.llnl.gov/cmip/cmor_users_guide.pdf) are available. For further information, contact taylor13@llnl.gov. We will provide a PCMDI site where the final tables that CMOR uses for our intercomparison can be found. Note: the diagnostics for the 3-hourly fields are specified in the CMOR table: IAE_table2.txt. Note: the diagnostics for the monthly fields are specified in the CMOR table: IAE_table1.txt. Results for model experiments should be placed on a University of Michigan archive (location to be specified later).

3. Except for experiment 6, there should be no direct heating or cooling effect of the aerosols in the experiments, so that we are focusing here on only indirect effects on clouds. Experiment 6 should be the same as experiment 5 but include the direct effects of the aerosols. Thus, this experiment will allow us to examine how clouds change as a result of heating by black carbon.

4. The in-cloud time average of cloud variables must only be accumulated when clouds are present. For example, the monthly average in-cloud LWP is calculated as: SUM(grid avg LWP(t)/cldfrac(t))/N, where N is the number of cloud events included in your radiation calculation in a month, not the number of time steps in a month. (You could accumulate such a sum in your model in any way that’s sensible for you, as long as it’s equivalent to the above.) Note that if there is a “threshold” issue (i.e., is the LWP large enough to be considered a “cloud”), we expect the in-cloud variables would be accumulated when they are used in your radiation scheme.




	Experiment Diagnostics:

The following set of diagnostics are needed for all experiments for each month. Basic cloud information on a monthly average basis is needed for all simulations (pre-industrial and present day). The instantaneous information is only needed for the present day runs for experiments 5 and 6 for comparison with satellite observations. The instantaneous diagnostics should specify values every 3-hours to facilitate comparison with satellite diagnostics near the time of overpass. The list of required diagnostics for monthly average and instantaneous variables follows. Please let us know if you feel that there are any other variables that should be included. Also, please let us know if something is not clear.  



	variable name        dimension     avg method (assuming monthly avg) (units)

---------------------------------------------------

scfrac (stratiform cloud frac)          3D      time-avg (range 0 to 1)

sinclwp (stratiform in cloud LWP)  3D  in-cloud, avg when there are clouds (kg/m2) 

sinciwp (stratiform in cloud IWP)       3D      in-cloud, avg when there are clouds (kg/m2)

sclwp   (stratiform cloud LWP)          3D      grid-avg, time-avg (kg/m2)

sciwp   (stratiform cloud IWP)          3D      grid-avg, time-avg (kg/m2)

scwfreq (stratiform water cloud freq)   3D      n/a (range 0 to 1)

scifreq (stratiform ice cloud freq)     3D      n/a (range 0 to 1)

snd (stratiform in-cloud droplet number concentration)    3D    in-cloud, avg when there are clouds (cm-3)

sre (stratiform in-cloud droplet effective radius)  3D in-cloud time-ave of SUM(snd*sre)/SUM(snd) (m)

ccfrac (convective cloud frac)          3D      time-avg (range 0 to 1)

cinclwp (convective in cloud LWP)   3D  in-cloud, avg when there are clouds (kg/m2)

cinciwp (convective in cloud IWP)     3D    in-cloud, avg when there are clouds (kg/m2)
cclwp   (convective cloud LWP)          3D      grid-avg, time-avg  (kg/m2)

cciwp   (convective cloud IWP)          3D      grid-avg, time-avg

ccwfreq (convective water cloud freq)   3D      n/a (range 0 to 1)

ccifreq (convective ice cloud freq)     3D      n/a (range 0 to 1)

cnd (convective in-cloud droplet number concentration) 3D in-cloud, avg when there are clouds (cm-3)

cre (convective in-cloud droplet effective radius) 3D in-cloud, time-ave of SUM(cnd*cre)/SUM(cnd)  (m)

ccfrac (convective cloud frac)          3D      time-avg (range 0 to 1)

cinclwp (convective in cloud LWP)   3D  in-cloud, avg when there are clouds (kg/m2)

cinciwp (convective in cloud IWP)     3D    in-cloud, avg when there are clouds (kg/m2)
cclwp   (convective cloud LWP)          3D      grid-avg, time-avg  (kg/m2)

cciwp   (convective cloud IWP)          3D      grid-avg, time-avg

ccwfreq (convective water cloud freq)   3D      n/a (range 0 to 1)

ccifreq (convective ice cloud freq)     3D      n/a (range 0 to 1)

cnd (convective in-cloud droplet number concentration) 3D in-cloud, avg when there are clouds (cm-3)

cre (convective in-cloud droplet effective radius) 3D in-cloud, time-ave of SUM(cnd*cre)/SUM(cnd)  (m)

cinclod (convective in-cloud cloud optical depth at 550 nm)       3D     time-ave (unitless)

sinclod (stratoform in-cloud cloud optical depth at 550 nm)        3D    time-ave (unitless)

	Note: If your model does not distinguish between stratiform and convective clouds please save each of the above fields under the corresponding variable names using the initial letter “t” (i.e. tcfrac, tinclwp, etc.):

tcfrac (total cloud frac)          3D      time-avg (range 0 to 1)

tinclwp (total in cloud LWP)   3D  in-cloud, avg when there are clouds (kg/m2)

tinciwp (total in cloud IWP)     3D    in-cloud, avg when there are clouds (kg/m2)
tclwp   (total cloud LWP)          3D      grid-avg, time-avg  (kg/m2)

tcwfreq (Total Water Cloud Frequency)   3D      n/a (range 0 to 1)

tcifreq (total ice cloud freq)     3D      n/a (range 0 to 1)

tnd (total in-cloud droplet number concentration) 3D in-cloud, avg when there are clouds (cm-3)

tre (total in-cloud droplet effective radius) 3D in-cloud, time-ave of SUM(tnd*tre)/SUM(tnd)  (m)

tinclod (total in-cloud cloud optical depth at 550 nm)       3D     time-ave (unitless)



	tcifrac2d (Total Ice Cloud Area Fraction) )       2D        time-avg  (this variable is needed to examine the model cloud overlap assumptions) (range 0 to 1)

tclfrac2d (Total Liquid Cloud Area Fraction) )       2D        time-avg  (this variable is needed to examine the model cloud overlap assumptions) (range 0 to 1)

Totalcfrac (total cloud fraction)       2D        time-avg  (this variable is needed to examine the model cloud overlap assumptions) (range 0 to 1)

scif2d  (stratoform total ice cloud frequency)    2D           n/a    (range 0 to 1)

sclf2d  (stratoform total liquid cloud frequency)    2D           n/a     (range 0 to 1)

ccif2D (convective total ice cloud frequency)    2D           n/a    (range 0 to 1)

cclf2D (convective total liquid cloud frequency)    2D           n/a    (range 0 to 1)

specific humidity (q)

3D
time avg (kg of water/ kg of moist air)

relative humidity (RHD)

3D 
time ave (in % range 0 to 100)

	Dp (thickness of each layer)       3D         time-ave (Pa)

Dcloud (thickness of each cloud layer)     3D    time-average  (Pa)

ps (surface pressure)        2D          time-avg  (Pa)

temp (temperature)          3D          time-avg   (˚K)

stemp (surface temperature that is used for your radiation scheme)     2D    time-ave (˚K)

	The variables which can be deduced from above variables are:

tclwp (avg column LWP)        2D   vertical intgr clwp

tciwp (avg column LWP)        2D   vertical intgr ciwp

intclwp (in-cloud column LWP) 2D   vertical intgr inclwp weighted by cwfreq

intciwp (in-cloud column IWP) 2D   vertical intgr inciwp weighted by cifreq

For experiments 2 through 7 only:

wp (in-cloud up draft velocity in middle of layer that is used in your parameterization) (m s-1)

wbar (Grid average large scale up draft) (m s-1)       3D

wc (Convective grid average mass flux) (kg/m2/s) )       3D

 (i.e. convective mass flux/grid cell area)

fconv (Fraction of grid cell with convective updrafts)   (no units: range 0 to 1) )       3D

Any additional information needed to reproduce a pdf for the updrafts used in your parameterization (i.e. perhaps the total kinetic energy (m2/s2)) )       3D

The cloud droplet effective radius should be calculated from:

sre = 1.07 rv where rv is the mean volume radius.

cre = 1.07 rv where rv is the mean volume radius.

	In addition we will need:

solin (Incoming solar radiation)      2D       time-ave (monthly) (Wm-2)

surfalb (surface shortwave albedo) 2D       time-ave (monthly) (range 0 to 1)

For the following please use your normal method for treating the effects of clouds on the radiation field.

TOAcsswf (Top of Atmosphere (TOA) clear sky shortwave net outgoing radiation)    2D   time-avg (Wm-2) (remember, the aerosol direct effect should not be included in these fields except for experiments 6 and 7)

TOAwsswf (TOA whole sky shortwave net outgoing radiation)     2D     time-ave (Wm-2)

TOAcslwf (TOA clear sky long wave net outgoing radiation)        2D      time-ave (Wm-2)

TOAwslwf (TOA whole sky long wave net outgoing radiation)        2D    time-ave(Wm-2)

Scsswf (Surface (S) clear sky shortwave net outgoing radiation)     2D      time-avg (Wm-2)

Swsswf (S whole sky shortwave net outgoing radiation)     2D        time-ave (Wm-2)

Scslwf (S clear sky long wave net outgoing radiation)        2D         time-ave (Wm-2)

Swslwf (S whole sky long wave net outgoing radiation)        2D         time-ave (Wm-2)

The instantaneous fields (which are only collected for experiments 5 and 6) should include all of the fields every 3 hours (except for scwfreq , scifreq, ccwfreq, ccifreq, tcwfreq, and tcifreq). These latter fields will allow us to calculate various correlations which can also be calculated from the satellite fields. Note: the diagnostics for the 3-hourly fields are specified in the CMOR table: IAE_table2.txt. Note: the diagnostics for the monthly fields are specified in the CMOR table: IAE_table1.txt.

The set of diagnostics for aerosols for experiment (5), (6), and (7) are provided below.



	Additional aerosol fields:

Monthly average and 3 hourly instantaneous output (for present day experiments 5 and 6) of each aerosol field using your own bin structure. Note: the bin numbers should increase from the smallest size to the largest size. If your model represents “modes” and not a radius range then the bins that you use to represent the modes should increase with radius representation of the modes as well. You will have to provide a separate description of what is meant by your reported “bins”.

Dry mass for each species in each bin in your model (4-D) in (kg/m3):

Variable names:


DUSTsd


SSsd


BCsd


POMsd


SO4sd

Total dry aerosol mass in each bin in your model (4-D) in (kg/m3):

Variable names:


AERsd

Aerosol water mass in each bin in your model (4-D) in (kg/m3):

Variable names:


AERH2Osd

Aerosol effective radius of each bin in your model (4-D) in (m)

(Sum of Aerosol Volume) / (Sum of Aerosol Surface Area) 

Variable names:


DUSTer


SSer


BCer


POMer


SO4er

Total aerosol effective radius in each bin in your model (4-D) in (m):

Variable names:


AERer

Aerosol number concentration of each bin in your model (4-D) in (in cm-3)

Variable names:


DUSTnd


SSnd


BCnd


POMnd


SO4nd

Total aerosol effective radius in each bin in your model (4-D) in (m):

Variable names:


AERnd

	Format for Diagnostics:

These diagnostics will be required in a common format. To facilitate adherence to these standards, the PCMDI has written (in FORTRAN 90) a standard output code called CMOR (pronounced "see more"), which is now available as open source. This code structures the data uniformly and writes netCDF files in full compliance with IPCC requirements. Use of CMOR is being encouraged (and in some cases required) by various ongoing model intercomparison projects. 

A cmor_readme file (see http://www-pcmdi.llnl.gov/cmip/cmor_readme.html) 

and code documentation in pdf format (see http://www-pcmdi.llnl.gov/cmip/cmor_users_guide.pdf) are available.

We will shortly distribute a version of CMOR with variable names set up according to our requirements.

The AEROCOM phase B experiment is expected to be completed and turned in to the central facility by August 2004, and analysis of the results will take place after that date and after completion of the phase A experiment.  Our results also need to be prepared on this time scale to contribute to the IPCC report!

Thanks very much for your interest in this. Please let me know your thoughts!

Joyce Penner

References:

Boucher, O. and U. Lohmann, 1995: The sulfate-CCN-cloud albedo effect - A sensitivity study with two general circulation models. Tellus, 47B, 281–300.

Khairoutdinov, M., and Y. Kogan, A new cloud physics parameterization in a large-eddy simulation model of marine stratocumulus, Mon. Wea. Rev.,  128, 229– 243, 2000.

Sundqvist, H., A Parameterization Scheme for Non--Convective Condensation

Including Prediction of Cloud Water Content, Q. J. R. Meteorol. Soc., 104,

677-690, 1978.

Vehkamaeki et al., J. Geophys. Res., 107 (D22) 4622, doi: 10.1029/2002JD002184, 2002.


� EMBED Equation.3 ���





[image: image2.wmf]N

d

=

A

(

SO

4

2

-

)

B

_1151746001.unknown

